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Abstract— This paper presents the design and evaluation = Meghadoot finds its applications in the following environ-
of Meghadoot — a hybrid wireless network architecture that ments, where the nodes will be moving at a low mobility: (a)

provides improved services, such as better connectivity amg 55 5 distributed multi-hop wireless last mile solution, ethi
the users, efficient routing, and access to the Internet. Mdmdoot . It tive to th isi ired irel last mil
architecture combines the advantages of both single-hop an IS an afternative 1o the existing wired or wireless last mile

multi-hop wireless networks. Meghadoot is extremely usef(a) as ~ Solutions, (b) campus wide wireless connectivity for agde
an alternative to existing wired or wireless last mile soluibns, (b) and universities, and (c) connectivity to residential cteres.

to establish a network in a residential complex or in a univesity The advantages of such a system are (i) low cost of setting
campus. The Meghadoot architecture has been implemented én up and maintaining of the network, (i) minimal configuratio

tested in both the NS2 simulator and in the Linux kernel. Both . t (i) I f bandwidth f ont
experimental and simulation results show an improved perfo requirement, (iii) license-free bandwi or communica

mance for Meghadoot, in terms of reduction in control overhad  Within the local community, (iv) an extended network cov-
and increase in throughput over that of the existing approabes. erage, and (v) shared ownership of the network. Meghadoot

is especially useful as a distribution network in the rural

communication, since remote rural villages, with a cluster

|. INTRODUCTION less than hundred houses, Ioca}ted about 40 to 50 kilometers
rom the nearest town, are considered the most difficultgdac

- . f
ngr the past decgde’ the capablhtle.st .Of vylreless ne_tworllésprovide a communication infrastructure. The difficidtere
have increased manifold. These capabilities include, mitna

. ) , rimarily due to (i) high cost of long-haul access link, (st
access, wider network coverage, increased bandwidths, %l’qnaintaining the distribution network, (iii) unavaildiby of

?UIt"hodp relallzmg. Th.eST networt'ks clr(:m bSe_ d“l”dﬁd into liz[ang kpower sources, and (iv) low traffic volume to recover the £ost
Op and Mulli-nop WIreless Networks. SINgIe-nop NEWOTKS tpq rast of the paper is organized as follows. Section I

(eﬁ._g._, cteIIuI?r nel_'ltworks) (i;fer wider n?tvyorlfj EOVG?QE an&'iefly discusses the related work. Section Ill presents the
efficient routing. However, they are constrained by a hid € architecture and related issues of Meghadoot. Section IV

and ma_lntenance CO_StS and a_h|_gh setup time. I_n additi ovides the implementation details of Meghadoot. Section
the available bandwidihs are _I|m|ted and expensive. Mul resents the experimental and simulation results and sisaly
hop networks (e.g., ad hoc vylreles_s networks), on the ot the results. Finally, Section VI summarizes our work.
hand, are capable of operating without the support of any

fixed infrastructure and centralized administration, arajule

higher data rates compared to that of cellular networkss&he Il. RELATED WORK

networks use multi-hop relaying for the transmissions Betw 1o authors of [1], propose a scheme that uses Ad hoc

the nodes that are not within the radio range of each othes, thy\_4emand Distance Vector (AODV) and MobilelP proto-
extending the network coverage. However, the lack of conngg, s 15 provide the Internet connectivity to the nodes in an
tivity to the Internet restricts the_deployment of these/\mtfs. ad hoc wireless network. The Foreign Agent (FA) periodicall
This paper d|scusse§ a hyb”‘?‘ wireless network architectyf, s jts advertisements in the entire network; on hearing o
c_alled Megh_adoot, which combines the bes_t featur_es of bQ/Uﬁich, an unregistered node registries with the FA and obtai
single-hop (infrastructure based) and multi-hop (inf@st yhe care-of-address. All the registered nodes maintaifr the
ture less) networks, by using a centralized routing schemg,iqiration alive by periodically unicasting the regision
for efficient routing and mqu-hop relaylng for an extendeqequests_ When FA receives a Route Request (RReq) packet
coverage. In Meghadoot_, a speually designated node cgl it sends a Route Reply (RRep) packet if it finds the
Infrastructure Node, which can typ|ca!ly be a WOkatat'(_)ﬂwtended destination in the RReq packet does not exist in the
computer, provides the centralized routing and other 6esvi noyork . If 4 node is unable to receive a RRep from any node

to the nodes in it&-hop region called control zone, and alsQyner than FA RRep within a specified time interval, it asssme
handles the route requests originated beybtbps that are 5 the intended destination is in the Internet, and prdsee
destined to a node either frrthop region or in the Internet. ;,\\sa the route contained in the FA-RRep.

tThis work was supported by Microsoft Research Universitjaiens, As Fhe amou.nt of ContrOI. overhead due .tO f_Iooding _Of
India. advertisements is extremely high, the mechanism in [2]¢tvhi



is an extension of above work, restricts the flooding zone toMeghadoot is a hybrid wireless network architecture that
maximumk-hops, wherek is a predefine parameter. When as self organized and operates in a transparent manner to
node outside thé-hop zone wishes to access the Internet, the users. It uses multi-hop wireless relaying to extend the
floods FA-Solicitation message. On receipt of such messagetwork coverage as well as for forwarding data. The goal
a registered node unicasts the message to its FA. Then tfieMeghadoot is to provide an external connectivity to its
FA unicasts a FA-Advt to the soliciting node, which enablegsers while minimizing the routing and other control over-
the node to register with it. In both [1] and [2], as everhead. The Meghadoot architecture consists of two different
RReq leads to a network wide flood of AODV RReq packetspmmunication zones: Control Zone (CZ) and Ad hoc Zone
the routing overhead is also quite high. Because of this, ti&Z). The operations in CZ, such as routing, registratiord a
proposed mechanism limits the scalability of the networkther services, are controlled by a specially designatete no
Also, a high route setup time is incurred, especially, faralled Infrastructure Node (IN). A CZ is formed by the Mobile
Internet destinations as the route returned in the FA-RRepNodes (MNs) that are in the region fhop neighborhood of
not used immediately. an IN and the MNs beyon&-hop neighborhood form one

Another workSOHAN][3] aims at providing Internet accessor more AZs. Apart from MNs and INs, Meghadoot consists
for larger regions. However, it requires Forwarding Nodesf Gateway Nodes (GNs), which are MNs located:#t-hop
(FNs), which are fixed, high power, and dual radio noddgom the IN. The GNs are part of both the CZ and the AZ and
that provide routing services to all their one hop nodes. they hold the responsibility of interfacing MNs in the AZs to
separate channel is used to exchange routing messages adhase in the CZ. Figure 1 shows an illustration of Meghadoot
the FNs and also with the access point which connects FBihitecture. It contains two Extended Control Zones (ECZ)
to the Internet. The specialized dual radio channel used Htere, all the MNs within 2-hopk(= 2) neighborhood of IN
the FNs necessiates the need for special hardware. Alsofesn a CZ, and the remaining MNs form one or more AZs;
the FNs are fixed and serve only their one-hop nodes, a latge GNs provide limited routing services to the nodes in AZ.
number of FNs are needed for effective network coverage,

hence increasing the overall cost of setting up the networka_ Registration of MNs
The primary goal of IN is to control the routing, Internet

Although the Meghadoot architecture might seem reminis-
cent of several hybrid wireless networks, such as [4]-[8k t access, and resource management irkitop neighborhood

however is not the case. For a_goo_d survey of these netwo by’ maintaining information about the MNs in its CZ. For
please refer [9]. These hybrid wireless networks combir

cellular and ad hoc modes of communication. Meghadoot't&sIS purpose, the IN periodically floods advertisements- (IN

fundamentally different from hybrid wireless networks &s dvt) in its £-hop neighborhood. These advertisements carry

does not emplov anv cellular networking technolo hen(It:he information, such as address of the originating IN,usdi
ploy any 9 9y, of its CZ (i.e., k), and number of hops traversed so far (i.e.,

it requires no specialized hardware such as expensive base . .
-d p P ﬁop count). Through these advertisements, each MN in CZ
stations and cellular towers, no relay nodes, no long ran%e

L . arns its distance to the IN and next-hop node to reach the
transmission radios, and no separate control channetghiye . .
o N IN. An MN uses the hop count information to choose the
significantly decreasing its deployment cost.

nearest IN when it receives IN-Advts from more than one
IN. On receipt of IN-Advt, an unregistered MN registers with

the corresponding IN by sending a Registration Request (RG-
Req) message to the next-hop node towards the IN. While
forwarding a RG-Req packet, each MN on the path towards
the IN, appends its address to the partial route contained in
the RG-Req packet. Finally, when the IN receives a RG-Req
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packet, it unicasts a Registration Acknowledgment (RG)Ack
packet to the requesting MN along the reverse of the route
contained in the RG-Req packet.

Each registered MN periodically refreshes its registratio
and also communicates its list of neighbors to the IN by means
of a Neighbor Update (NU) message. We discuss the formation
of the neighbor list later. The NU messages help the IN to keep
track of the approximate topology of its CZ. In order to regluc
the size of the NU message, an MN sends the incremental
update of its neighbor list to the IN. Note that the MNs beyond
the k-hop neighborhood do not get any IN-Advts and are said
to be in the AZ.

However, the MNs in the AZ may also register with the IN
in an on-demand manner as mentioned in [2]. In this case, the

1ECZ is the union of the CZ and all its adjacent AZs. All nodesiSubnet
belong to the ECZ.



MN broadcasts a solicitation message in its AZ, on receiving:
which the GN forwards it to its IN. The IN then unicasts 4:
an IN-Advt to this interested MN. The MN may then register 5:
with this IN in the manner outlined above. Note that regiester &:

nodes in the AZ do not periodically send NU messages to their
respective IN's. However, they need to re-register withirthe
INs before their registration expires.

in its one-hop neighborhood, by exchanging which, each MN

gets to know its one hop neighbors. This list of neighborst:
is then communicated to the IN periodically in a NU packet]2:

thus enabling the IN to construct the entire topology of its C

However, this periodic MNBeaconing increases the contrab:

overhead. In order to reduce this overhead, as the neigithori4
MNs can learn the presence of an MN by overhearing MN’s

transmissions, an MN sends an explicit MNBeacon only whers:

it has not transmitted any data or control packets for the
duration of the MNBeacon interval.
16

B. Addressing
In Meghadoot, every CZ is associated with a unique subnle%

8:
The MNSs can build their neighbor list by the following way. o:
Each MN periodically broadcasts a beacon called MNBeacano:

17:

LetipAddress= new IP Address belongs ta.Subnet
RegisteripAddressas home node
SendipAddressin RG-Ack to this MN
Update the DNS tables
. else if (RG-Req.mnAdddoes not belong t@zSubnet)
AND (RG-Req.HINs not this IN)then
This is a foreign node,
if (RG-Req.openTCPConn = fa)sthen
Inform HIN of this MN and upon getting ack
from it, register this node agoreign node.
else
Perform steps from 2 to 6 and inform old HIN
of this MN about this address change.
end if
. else if (RG-Req.HINs this IN but not theRG-Req.curl)
then
An outside MN that has come back to its HIN. So,
re-register this node @somenode, and forget its old

IN, if any.
. else

This is a registered node, so refresh its registration.
- end if

address ¢zSubn@tfor which the IN of the CZ is the ingress Note that each IN keeps track of current foreign IN for each

router. The IN assigns unique addresses to the MNs in fE
CZ at the time of their registration. For each of its adjacent

its outsideMN, and the HINs for each of itforeign MNs.

AZ, the IN assigns a unique subnet address which is a paft Name Resolution Service

of its czSubnet and also keeps track of at least one GN,
called inchargeGN It stores the subnet address of each
(azSubnétand its corresponding inchargeGN, in a table call
azTable Each inchargeGN periodically broadcasts its assign
subnet address, to enable MNs in its AZ to obtain a uniql'Jté

IP address. A scheme involving random address configurat%%

and duplicate address detection similar to the one found i
[1] is employed to assign unique addresses to AZ MNs.
employ a scheme similar to the MobilelP [10], to do addreiﬁ
assignment for MNs that originally belong to one CZ and ha

C

moved to another CZ. Note that we only provide mobilit)ﬁ_
freedom to CZ MNs. Each registered MN keeps track of th
following information:

HIN: The Home IN (HIN) or the IN of the CZ to which
this MN originally belongs to, initially set to null.

e

D.

and seeks to register with.

Domain Name Service (DNS) facility is provided only for

Ae%e registered MNs in the Extended Control Zone (ECZ).

ch MN has a unique name, that must be associated with
current address. Note that when an MN moves into a
w CZ, its address may change as the MN is allowed to
quire a new address when it moves into a new CZ with no
tive TCP connections. A Meghadoot network is served by

master name-server, which devolves the name resolution of
e constituent CZs to their respective IN’s. During rewgitsbn

tﬁe MN configures its current IN as its primary name-server.

he IN updates the current address of the MN in the Master
name-server whenever the MN acquires a new address.

Routing Mechanism in Meghadoot

curlN: The IN of the new CZ this MN has moved into  \we employ a centralized source routing based protocol for
_ routing in the CZ, which is called aMeghadoot Routing
mnAddr The current address of the MN, which wasprotocol (MRP) The optimizations mentioned in Section I1I-

assigned to it by its HIN, initially set to null. E reduce the network overhead attributed to routing. The IN
Each RG-Req sent by the MN contains the above infomaintains the approximate topology of its CZ as mentioned
mation in the fields RG-Req.HIN, RG-Req.mnAddr, RGin IIl-A and handles the routing for MNs in its ECZ. Each
Req.openTCPConn. The IN classifies its registered MNs inischargeGN is responsible for forwarding data across its AZ
three typeshomeMNs are those that have registered with ito the CZ it is a part of. Route discovery can be understood
and are currently in its CZoutsideMNs are those that have by considering the following cases:
registered with it but are currently in some other CZ, angl Source and destination belong to the same ECZThis
foreignMNs are those that originally belong to some other Céase can be further decomposed into four cases, each of which
but have moved into its CZ. The pseudo code for registeringillustrated in Fig. 2:
an MN at the IN is given below. a) Both source and destination are in the same CZSince
1: if (RG-Reg.mnAddr null) OR (Re-Req.mnAddr does notthe IN maintains the topology of its CZ, an MN only needs to
belong toczSubnet AND RG-Req.HIN= null) then ask the IN for a route to the destination MN. Hence, it unigast

2: [* Acquiring a new address */ (not broadcasts) a RReq to the IN. The IN then replies with a



Azt A enooEt = e=" 3) Caching overheard routesAn MN caches the routes it

case 1.4 fgjﬁﬁ overhears in the source routed data packets.
e ] —rRrEd |
HHHHH 2| e mernet o IV. PROTOTYPEIMPLEMENTATION OF MEGHADOOT
e . e ARCHITECTURE
%\& or the infernet . ]
B i | The Meghadoot architecture has been implemented as a
i = N 3 loadable Linux kernel module (LKM). We use the netfilter

R SR R e T e framework [12] to register handlers for each netfilter hoitke
DTRREG T UneastRoute Requent | B5 - Butier data undl recening RRED netfilter hooks allow us to capture packets from both the kP an

Fig. 2. Routing among MNs in the Extended CZ. the MAC layers. These message handlers implement the entire

functionality of the Meghadoot architecture. Kernel tis§t3]

are used for bookkeeping and for periodic tasks. The current
corresponding RRep if it is able to compute a route from thmplementation adds a custom header to all packets being
source MN to the destination MN. transmitted in the Meghadoot network. Each MN was put
b) Both source and destination are in the same AZThere into promiscuous mode for better neighbor discovery as we
is no topology information of the AZ since there is no INcould not find a way to know of the RTS/CTS exchanges by
associated with it. Hence, we need to employ a pure ad hoar 802.11 interface. For further details on the Meghadoot
routing protocol in the AZ. Essentially the source floods thegrototype implementation, interested readers can refgr4p
RReq, to which the destination replies with a unicasted RRep
to the source. V. EXPERIMENTAL AND SIMULATION RESULTS
c) Source is in the AZ and the destination is in the CZ: .
In this case the GN must help to transfer the RReq from thAe Experimental Results
AZ to the CZ. When a flooded AZ RReq reaches a GN, the Our experimental setup consisted of two Linux PCs and
GN unicasts it to its IN if the destination does not belong ttour laptops each fitted witdS Robotics (USR01241802.11
its azSubnet. The IN, then computes a route from the GN tgards withprism chip sets. We measured the TCP throughput
the destination and returns the requesting MN (in the Az)ia the CZ and AZ for varying hop lengths. The throughput is
route from the source to the GN to the destination. Thus GIeasured by transferring files using FTP. We also have atscrip
help to route traffic across the CZ and the AZ. running to randomlyping known and unknown destinations,
d) Source is in the CZ and the destination is in the Az: in order to generate a moderate background routing overhead
Similar to the previous case, the GN helps in transferring@RRAS our experimental setup had only six nodes, we could not
from the CZ to the AZ. On getting a RReq, the IN determing€st our prototype more extensively.
the AZ in which the destination lies and finds the inchargeGN Figure 6 shows the experimental results of average TCP
for that AZ. A RRep containing the route from the sourcéroughputin CZ and AZ for different hop lengths between the
to the inchargeGN is sent. The packets are source routeds@s!irce and destination MNs. The average TCP throughput is
the inchargeGN, which on receiving them does an AZ rougdtained by averaging the individual throughput of severas
discovery for the destination if required, buffering thetada of an FTP session that transmits files of different sizesurieig
packets in the meanwhile. 3, 4, and 5, show variations in throughput with respect to file
2. Source and the destination belong to different ECZ: sizes for different hop lengths. In these figures, we obstate
This process can be conceptually viewed as finding the rodfie throughput in CZ is significantly higher than that of AZ
from the source to its IN, from the source IN to the destimatidor increasing hop lengths; also as expected the throughput
IN (i.e., the IN in whose ECZ destination lies), and from thdecreases with increasing hop lengths for both CZ and AZ
destination IN to the destination. Note that routing fronedN  flows. The reason for better performance in CZ as compared
to another is taken care of by the routing protocol running da AZ is that the RReq’s generated by theing script are
the backbone network (e.g., OSPF, RIP). We can find a rolgadcasted in case of AZ as compared to in CZ where they
from a node to its IN by setting the destination to be the IN iare unicasted to the IN. The higher routing overhead in the AZ
case 1. Since each node must be a part of some ECZ, a rdogseases contention and hence the TCP throughput suffers.
between any two nodes can be found from the above casekhis effect is more pronounced as the hop length between the

source and the destination is increased.

E. Optimizations

In order to decrease the routing overhead, the followirgy Simulation Results
optimizations have been incorporated. Note that most afethe We have carried out extensive simulations using2.28
optimizations are similar to the ones mentioned in [11]. [15] for measuring the performance Meghadoot. As MRP is
1) LinkGraph We use a link cache as mentionedAp- the core part of Meghadoot, we evaluate MRP and compared
pendix Aof [11] to enhance an MN'’s knowledge of itsour results with that of Dynamic Source Routing (DSR)
local topology. protocol. The various parameters used in our simulation are
2) NU aggregation An MN can piggyback its own NU listed in Table I. The AZ performance evaluation is not
message as it forwards NU messages of other MNs. required, as any existing ad hoc routing scheme could be
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TABLE |
SIMULATION PARAMETERS USED IN n.s-2 SIMULATION FRAMEWORK

to 16. Figs. 7 and 8 illustrate the PDR and the SO, respegtivel
We observe from Fig. 8 that the SO of MRP is much lower

Description Value than that of DSR. The high control overhead leads to an
Simulation area/Node placement 1200mx 1200m/Random placement ; : H
B D e increased contention, partlcglarlly arou.nd the IN, hene th
Location of the IN Center of the simulation area PDR of DSR falls sharply with increasing number of flows.
Transmission range of each MN 250m Note that Fig. 8 might seem contradictory to our claim that
MAC/Application protocol 802.11b with 2Mbps/CBR . . . .
CBR traffic rate/Packet size 5 packet per second/512 bytes the SO increases with increasing number of flows. It can be
Mobility model Random way-point with constant explained as follows. Since a large fraction of the traffic is
Mobility of 1m/s and zero pause timg ds the IN d | h h he IN h h
IN-Advt/MNBeacon/NU interval | 10/8/10 in seconds towards t € » NO e§ qong the pat S to the cache the
Number of different seeds 25 seeds with 95%confidence level route to it; hence, obviating the need for a RReq to be done

by these nodes. Since RReqgs are flooded in the case of the
o DSR, we see that the SO of DSR (refer Fig. 8) falls even
employed in it. Hence, we evaluate the performance of Or%}‘larply with increasing number of flows.
CZ. Unless otherwise stated, we use the same setup for alhandom wraffic pattern: In this study, we evaluate the

our simulation studies. The metrics used for comparison aﬁgrformance of MRP versus DSR. under Random traffic
Packet Delivery ratio (PDR), Signaling Overhead (SO) attern class when the number of flows is increased from

Several simulation studies are carried out to evaluate t . .
performance of MRP versus that of DSR. The first two studieﬁs8 to 16. Figs. 9 and 10 illustrate the PDR and the SO,

L . L . . respectively. Similar to the previous study, the SO of MRP
measure the variation in the metrics with increasing traffie P Y P Y,

. S L . " is much lower than that of DSR, hence leading to a higher
third one measures the variation with increasing mobitityd X .
) - e PDR because of the reduced contention. Note that unlike
finally, the fourth one measures the variations with indregas

CZ radius. We consider two classes of traffic patterns. Sinthee previous study, the SO does not decrease with increasing

Meahadoot was primarilv desianed for Internet connestivit tmber of flows, this is because the likelihood of caching
9 was pri Yy '9 Shivi decreases when most of the flows are to different destirmtion

Internet traffic pattern has 80% of all flows destined to%Ie PDR falls W'Fh increasing number Of. flows due to the
- . increased contention caused by more traffic.

the Internet and the remaining 20% being between randomly i o , .

chosen source and destination pairs. Since Internet tiaic  =valuation with increasing mobility: Here, we evaluate

to go through the IN, we approximate Internet traffic witfhe performance of MRP versus DSR with increasing mobility

traffic to the IN. The second traffic pattern class, henchfortinder theinternet traffic pattern classThe number of flows is
is referred as th®andom traffic pattern fixed as 10 and the mObI|I.ty is varied from 1 m/s to5 m/§. Note
The MRP control overhead can be divided into two partd)at; @ most of the traffic in rural settings is pedestriaa, w
The fixed part concerns the proactive maintenance of tRBecifically tuned Meghadoot for low mobility scenarioszdn
updated topology at the IN, whereas the variable part cope observed fror_n Fig. 11 that MRP achieves almost the same
sists of the route request-reply exchanges. The variabte gaPR @ DSR. Fig. 12 shows that MRP has a lesser SO than
increases with increasing number of flows, number of noddgat of DSR. The sudden increase in the SO of MRP at around
and mobility. However, it increases only slightly as the gRe 3 M/S is because the beaconing rates of MRP (given in Table
are unicasted to the IN. On the other hand, the DSR conttdl Work well till about 3 mi/s, after which more link-breaks
overhead increases at a much larger rate with increasffjg"t "appening, leading to an increased control overihéate.
number of flows and mobility, because the RRegs are floodllpt the SO of DSR rises even more sharply with increasing

in it. Due to this reason, MRP achieves a better PDR th&Cbility as each link-break triggers a RReq flood.
DSR with a much lesser overhead. Evaluation with increasing CZ radius: In this study, we

Internet traffic pattern: In this study, we evaluate theevaluate the performance of MRP versus DSR with increasing

performance of MRP versus DSR, under tigernet traffic CZ radius under th®andom traffic pattern clas§he number

pattern classwhen the number of flows is increased from 10f flows is fixed as 10, and the CZ radius is varied from 3 to 6.
The number of nodes increases along with the CZ radius. We
2PDR = The total number of data packets received by all therdesins gpserve from Fig. 13 that the SO of DSR rises at a much higher
over the total number of data packets sent by all the sountésS® = The , . . . -
ratio of the total number of control packets exchanged inrtéevork over rate than MRP. The DSR's SO is p”mar”y due to the f|00d|ng
the total number of data packets exchanged. of RReqs, which is proportional to the number of nodes and to
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the number of flows. Whereas, the MRP’s SO is proportional

only to the number of nodes in the network. Hence, for g
given number of flows and with increasing number of nodes,

the overhead of DSR rises at a greater rate than that of MRE]
Therefore, we notice in Fig. 14, that the higher rate of ineee
of the DSR’s SO leads to a sharper fall in the DSR’s PDR,

as compared to MRP, with the increasing CZ radius. Similal®l
behavior is also observed for theternet traffic pattern

V1. SUMMARY [4]

In this paper, we described the design Meghadoot — a hybrid
wireless network architecture and evaluated the routiogopr
col (MRP) used in it by means of simulation and experimental
testing. These results confirm that Meghadoot performgbhett [6]
in terms of higher packet delivery ratio and lower signaling
overhead over that of the existing approaches. Meghadoot [ig
especially suited to be an alternative to existing last mile
solutions for establishing communication network amorrglru
communities, and to set up low cost minimum configurationg
Internet connected networks in residential areas and tgifye
campuses. [

Our future work consists of studying the performance o
Meghadoot against the one in [2] which proposes a mechanibai
to provide the Internet connectivity to the users of ad h%]
wireless networks, and a hierarchical routing protocathsas
Optimal Link State Routing (OLSR) protocol. We shall alsé!4]
look into the aspects of load balancing across control ZONgs,)
security, and resource management in Meghadoot.

[10]
11]
f

CZ radius

SO vs CZ radius.  Fig. 14. Random traffic pattern: PDR vs CZ radius.
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